Chapter 8

Design Methods and Tools for Improved Partial
Dynamic Reconfiguration

Markus Rullmann and Renate Merker

We dedicate this chapter to Prof. Wunsch
on the occasion of his 85th anniversary.

Abstract In current FPGAs the overhead associated with partial dynamic reconfig-
uration limits the application of this method in system design. We review the origins
of this overhead and present a novel approach to solve this problem. We introduce
the reconfiguration state graph which is used to describe dynamic reconfiguration
for individual resources and to assess reconfiguration cost. We present new method
to map reconfigurable modules to resources such that the reconfiguration cost are
small. The method can be applied to both digital circuits and dataflow graphs. We
demonstrate that we can exploit the trade-off between resource requirements and
reconfiguration cost by a unique high-level synthesis tool. We further discuss how
our methodology can be integrated into a design flow for efficient runtime reconfig-
urable systems.

8.1 Introduction

Reconfigurable computing architectures provide a combination of high data pro-
cessing throughput, similar to ASICs, and the flexibility of a software processor.
In such architectures an array of functional units provides the resources to perform
many operations in parallel, thus enabling high throughput. The function of the re-
sources and the data transfer between resources are programmable, hence function-
ality is customized during deployment, after device fabrication. Whereas in recon-
figurable computing systems with one static configuration any anticipated function-
ality must be provided statically, in systems with partial dynamic reconfiguration
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more efficient realizations are possible because the functionality can be adapted at
runtime to the requirements.

The design of reconfigurable systems-on-a-chip (RSoC) often follows the prin-
ciples shown in Fig. 8.1. The application consists of a number of tasks. The tasks
are partitioned into hardware tasks (HW tasks) and software tasks (SW tasks). In
the final system implementation, the software tasks constitute the software program
which is run on the RSoC’s CPU. The hardware tasks are implemented as reconfig-
urable modules, which are loaded into the reconfigurable areas of the RSoC during
runtime. This method is called partial dynamic reconfiguration. The partitioning
of the tasks is crucial for the system performance and the requirements of recon-
figurable resources. The reconfiguration between different reconfigurable modules
induces a high runtime overhead. In order to prevent frequent dynamic reconfigu-
ration we introduced multimode reconfigurable modules. A multimode module can
perform the computation for different tasks without reconfiguration.

HW Tasks Reconfigurable Configuration
Modules

Reconfigurable

— o

S%& Program SW Execution

Fig. 8.1 Application partitioning into HW tasks and SW tasks. The tasks are run on the RSoCs
reconfigurable area and the CPU.

y

We investigate the problems of reconfiguration overhead from the device archi-
tecture point of view. Consistently with current methodologies we assume that the
design functionality is partitioned into modules, but we make two important ex-
tensions: (1) modules are not reconfigured completely but based on individual re-
sources. We call this fine grain reconfiguration. (2) one module can provide several
functions for an application, implemented in a multimode circuit.

In this chapter we describe new models, methods and tools that reduce the over-
head associated with the dynamic reconfiguration of reconfigurable modules. The
methods use a new high-level synthesis (HLS) approach to generate reconfigurable
modules that execute the HW tasks. At first we motivate our approach by a short de-
scription of current limitations of partial reconfiguration in Sect. 8.2. In Sect. 8.3 we
explain general reconfigurable module architecture that is produced by our HLS
tool. The models used in the reconfiguration cost assessment are introduced in
Sects. 8.4 and 8.5. In Sect. 8.6 we describe our HLS approach. Experimental re-
sults obtained with our HLS tool are provided in Sect. 8.7. Finally in Sect. 8.8, we
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present our work in a broader context of general system design issues. Here we de-
scribe how our methods should be integrated into an FPGA system design flow and
give further references to related work.

8.2 Motivation

Partial dynamic reconfiguration in FPGAs is usually associated with a module based
design approach, see Fig. 8.1. At first, the designer defines a reconfigurable area on
the device. Second, he implements the reconfigurable tasks as modules that can be
loaded on the reconfigurable area. At runtime the resources in the reconfigurable
area are reconfigured to enable different modules.

Using standard methodology, the reconfiguration cost of the implementation de-
pends on the size of the reconfigurable area, cf. Fig. 8.2. Each reconfiguration is per-
formed by loading a partial bitstream into the device. The configuration bitstream
itself is composed of configuration frames that contain any data needed to configure
the entire reconfigurable area. A configuration frame is the smallest reconfigurable
unit in a device; the size of a frame and configurable logic that is associated with
each frame depends on the FPGA device. Because the standard bitstreams contain
all data for a reconfigurable area, the size of these bitstreams is large, typically hun-
dreds of kilobyte. The configuration port of the device has only a limited bandwidth.
Together, this leads to configuration times in the order of some hundred microsec-
onds. As a conclusion, configuration data becomes often too large for on-chip stor-
age and frequent reconfiguration leads to considerable runtime overhead.
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Fig. 8.2 Illustration of module-based partial reconfiguration.

If the properties of reconfiguration data are analyzed in detail, it can be observed
that the data does not differ completely between reconfigurable modules: (1) some
of the reconfiguration frames are equal in two designs and (2) the data in two frames
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that configure the same part of the device frequently exhibit only a few different
bytes (see frame/data differences in Fig. 8.2). This has implications on the device
reconfiguration at runtime. After the initial device configuration, the reconfigurable
area is always in a known configuration state. When a new configuration must be
established on this area, a new bitstream is used to program the associated device
resources. In the ideal case, the reconfiguration programs only the device resources
that need a different configuration. Currently the granularity of the reconfiguration
is limited by the configuration frame size. For an efficient partial reconfiguration,
only configuration frames that contain new configuration data are used to program
the reconfigurable area. This is only possible if the current configuration and the
frame-based differences are known at runtime.

In the latest FPGA generations (Virtex4, Virtex5) the size of configuration frames
has been reduced considerable, which enables a more fine-granular reconfiguration.
Also, the bandwidth of the configuration port has been increased, which enables
faster reconfiguration. Nevertheless the drawback of existing design flows persists:
reconfiguration overhead depends solely on the reconfigurable area, but not on the
contents of the reconfigurable modules.

The configuration data themselves are the result of the circuit design and the
place and route tools. The configuration data of two modules can become very sim-
ilar if the initial design exhibits a similar circuit structure and the tools place and
route the circuits similarly. In this chapter we describe how the similarity between
reconfigurable modules can be increased in order to reduce the differences in con-
figuration data and therefore reduce reconfiguration cost.

8.3 Reconfigurable Module Architecture and Partitioning

The HW tasks are implemented in the reconfigurable modules. In these modules, the
tasks are executed in parallel to the CPU and other modules in the RSoC. Therefore,
each module needs its own local execution control that runs the task within the
module. The HW task execution is started by the software program running on the
CPU. The software also receives data and status information from the HW task.
The HW task functionality is realized by using computational resources and a state
machine that is implemented in the module. The state machine creates a sequence
of control signals for the resources in order to execute a task.

Here we describe the logical architecture of a reconfigurable module. Our high-
level synthesis tool automatically generates modules with such an architecture. The
modules consist of a datapath unit, a control unit, control memories, a bus interface
and additional I/O interfaces. The general structure is shown in Fig. 8.3.

The control unit operates as a state machine that is split into a state control mem-
ory, which holds the sequence of states and a datapath control memory which stores
the control sequence for the datapath. The datapath unit contains registers as storage
elements for variables, operations to process data, and multiplexers to control the
dataflow on the datapath connections. The control signals of these units are driven
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Fig. 8.3 Reconfigurable module architecture used by the HLS tool.

from the datapath control memory. The operations can realize either math and logic
functionality or they are used as an interface to external I/O. External I/O can realize
bus master accesses and access to FIFOs, memories and other periphery.

The amount of reconfiguration can be chosen if the module is partitioned into
static and dynamic sub-modules accordingly. With existing methods, the whole
module would be implemented as one monolithic reconfigurable module. Instead
we propose to keep the bus and I/O interfaces static and to reconfigure the contents
of the control memory and the resources of the datapath independently. Thus re-
configuration can be used for a subset of resources, depending on the configuration
differences between modules.

8.4 Reconfiguration State Graph

The current configuration and the partial reconfiguration of an FPGA must be man-
aged at runtime. A reconfiguration state graph (RSG) [6] is used to model the par-
tial reconfiguration. The RSG defines the configurations and the reconfiguration
formally. The RSG describes the different configurations available and for each re-
configuration it can be decided what resources must be reconfigured. It provides
a framework for reconfiguration management and reconfiguration overhead assess-
ment.

The RSG is defined as a digraph G(A7,&T) where the set .47 of nodes @
represents the reconfigurable modules and the set &t of edges e = (i,]) rep-
resents the reconfiguration from reconfigurable module ¢ to reconfigurable mod-
ule j. With d : A5 — 2™ for each reconfigurable module i a configuration
d(i) = (d(9)1,...,d(i)m) is given. The set & denotes possible configurations of
a resource. The elements d(i);, k = {1,...,m} describe the configurations of the
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smallest independent reconfigurable resources k in a device. The reconfiguration
r : & — {0,1}™ describes for each edge e = (4,j) € &t which resources & in
a device must be reconfigured in order to change a current configuration d(7) to a
new configuration d(j). Hence, if (i) # d(j)x (i.e. reconfiguration of resource k
is necessary) r(e)r = r((¢,7))r = 1 and if d(¢)r = d(j)x (i.e. reconfiguration of
resource k is not necessary) r(e), = r((¢,7))r = 0.

The reconfiguration overhead can now be computed on the basis of the RSG.
We assume that each reconfiguration is performed once. The average number of
resources that are reloaded if reconfiguration occurs is given by:

1 m
e = Tg >N wik)r(e), (8.1)

e€ér k=1

where the function w1 (k) yields the cost for the reconfiguration of element k. We
assume that the reconfiguration time is proportional to the weighted sum of recon-
figured resources and therefore c,. is called average reconfiguration time.

The RSG model is further illustrated in Example 8.1.

8.5 Module Mapping and Virtual Architecture

The RSG model describes only how the reconfiguration overhead is affected by
the configuration data in d. For any module functionality there exist many possible
realizations, where each yields a different configuration d. We have developed a
method to map the original HW tasks to the reconfigurable modules such that the
differences between module configurations are minimized. As a result, the average
reconfiguration time is reduced, too.

We observe that functionality of a module is given as a structural representation
until the module is finally translated to binary configuration data. It is not possible to
describe the structural representation directly as a configuration d, because the func-
tionality is not directly related to fixed resources. Here, we introduce a model that
enables us to provide a configuration d(¢) for any structural representation of a mod-
ule 7. First, we define the structural representation formally as a digraph and then we
map the digraph to a virtual architecture (VA) in order to derive the configuration
d (7). For any such mapping we can therefore compute the reconfiguration overhead
and thus can optimize the mapping accordingly, without creating bitstreams for dif-
ferent mappings.

A module i € A7 is represented by a digraph G;(.4;, &;) where the set A4}
of nodes defines the functions used by a module and the set &; of edges defines the
data transfer between the functions. The resource configuration required by a node is
assigned by the function 1 : .4; — 2. Note that the digraph can describe structural
representations at several levels in the design flow, e.g. it can describe dataflow
graphs, synthesized digital circuits etc. The digraphs G;,i € A7 are called input
graphs.
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The input graphs of all modules ¢ are mapped to a VA. A VA is defined as
a digraph Ga(4a,&n). The nodes A4 denote reconfigurable resources and the
edges &x denote reconfigurable interconnect. Furthermore we define an allocation
a : A; — #a, which maps the node of any input graph to a resource in the virtual
architecture. As a by-product the edges from the input graphs are mapped to the VA,
too. The most important feature of the allocation is that the different input graphs
are mapped to a common context, and hence, their configuration can be compared
to each other.

Now we specify for a module ¢ the configuration of the VA, i.e. the configuration
of the resources n € .44 and of the interconnects e € &5 that realizes the module on
the VA. The configuration of these m = |.#a| + |&a| elements is given for module
iby d(i) = (d(i)1,...,d(i)m,) as follows:

e The configuration of resource ny € Aa,k € {1,...,|A4al} is specified by
d(?)x = 1(n;) if a node n; € A exists with a(n;) = ng, otherwise d(i); = 0.

e The configuration of interconnect e, € &a, k € {|Aa] + 1,...,m} is given
with d(¢), = 1, if an edge e; € &; is mapped to an edge e € &, otherwise
d(i)r = 0.

In summary, we provided a formal definition of the module’s structural repre-
sentation and an abstract reconfigurable architecture model. An allocation describes
how the module is mapped to the architecture model. In addition, the input graphs,
the allocation, and the VA define the configuration in the RSG model. Thus, we
can calculate the reconfiguration cost. The model is illustrated in Fig. 8.4. In or-
der to reduce reconfiguration cost, we are interested in an allocation that minimizes
reconfiguration cost.

Reconfigurable Virtual Reconfiguration
Module Architecture State Graph
d(1) e
Gl(%véal) RN ’, @\
P ELC R
Go(M2,8) |- 7% GA(«/VA,@@A) @ ]
: -7 \\::*—»fo
M) |- d(N) T
Gn (AN, 6N) @
Crc

Fig. 8.4 Mapping of the structural representations of modules to a VA and its relationship to the
RSG model.

Example 8.1. Consider three modules 1, 2, and 3 represented by the input graphs
G1,G2,G3 shown in Fig. 8.5. The nodes n; € 4; of the input graphs are labeled
with their respective configuration 1(n;) = f;, e.g. node n requires a configuration
1(nq1) = f1 of the resource in order to realize the required functionality.
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The VA graph is depicted in Fig. 8.5, too. The VA Ga(. A4, &a) is given by the
elements A5 = {n},nh,n%,n,} and & = {es, eg, 7}

For each node n; in the input graphs G1, G, G3 the allocation to a node nj, of
the VA is shown, i.e. a(n;) = nj,. The allocation of an edge ¢; = (n; ,n;,) € &
results directly from the allocation of the nodes n; ,n;, . For example, the edge
(n1,n9) € & is allocated to edge eg = (a(n1),a(ny)) € &x of the VA.

The configuration d(7) of the VA that realizes the functionality required by mod-
ule ¢ is depends on the allocation of nodes .47 and edges &1. The configuration
d(:) = (d(é)1,...,d(¢)7) describes the configuration of the resources and inter-
connects in the following order: n}, nb, n%, n}, es, eg, e7. For example the alloca-
tion of module 1 yields the configuration d(1) = (I1(n1),1(n2),1(n3),0,0,1,1) =
(f17f27.f370707 ]-a 1)

The RSG model related to the input graphs G1, G2, G3 contains the modules
A1 = {1, 2,3} and the reconfigurations between the modules & = {(1, 2), (1, 3),
(2,1),(2,3),(3,1),(3,2)}, cf. Fig. 8.5. The reconfiguration r((¢,j)) is derived
from the configurations d(¢),d(;) of the modules %, j. Consider the configurations
d(1) = (f1, f2, f3,0,0,1,1) and d(2) = (f5, f6,0, fa,1,1,0): the related recon-
figuration yields r((1,2)) = (1,1,1,1,1,0, 1) because the configuration of all ele-
ments & differs except for k = 6. The edge eg is allocated by both configurations.

The reconfiguration for the full RSG is as follows: r((1,2)) = r((2,1)) =
(1,1,1,1,1,0,1),r((1,3)) = r((3,1)) = (1,1,1,1,1,0,0),r((2,3)) =
r((3,2)) = (1,1,1,1,0,0,1). If we assume a unit weight for all reconfigurable
elements, i.e. wi(k) = 1,k € {1,...,7}, then the reconfiguration cost (Eq. (8.1))
evaluate to:

1 1
Crc:6(6+6+5+5+5+5)=5§.

8.6 High-Level Synthesis of Reconfigurable Modules

In this section we describe our methodology that enables us to compute allocations
that lead to minimal reconfiguration cost. More specifically we implemented the
methodology into a high-level synthesis (HLS) tool. The tool receives the func-
tionality which must be implemented in the reconfigurable modules as ANSI-C like
source code. The source code is compiled into control dataflow graphs (CDFG) first,
one for each C-function. The CDFGs are considered as input graphs to our alloca-
tion problem. The tool performs four essential HLS steps: (1) for each node in the
CDFG an appropriate resource type is chosen, (2) scheduling assigns an execution
time to each node, (3) each node is allocated to a resource instance in the datapath
which is described as a VA, and (4) architectural synthesis creates the submodules
according to the module architecture, i.e. the control unit and the datapath unit.
HLS provides the ideal abstraction level to describe reconfigurable modules.
From the designer’s point of view, it is much easier to use C-like descriptions of the
algorithm: they can be modified more easily and they can be integrated into system-
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Fig. 8.5 Input graphs G'1, G2, G3 for Example 8.1. The input graphs are mapped to the VA Ga
provides a common reference for the image graphs.

level simulations. It is also possible to adapt the hardware/software partitioning late
in the design process because functions can be moved to the software processor or to
hardware modules with little effort. On the tool side, the high-level descriptions pro-
vide a great deal of freedom to map the functionality to a datapath. In our work we
exploit this freedom in order to generate reconfigurable modules with small recon-
figuration overhead. More specifically, we investigated several methods to choose
the resource types in HLS step 1, and we implemented a resource allocation method
that takes advantage of our VA model to solve HLS step 3.

Both reconfiguration overhead and resource overhead in HLS is avoided by re-
source sharing. In intra-module resource sharing, several CDFG nodes of one mod-
ule are mapped to the same resource instance in the VA, thus reducing resource
overhead. In inter-module resource sharing, several CDFG nodes of multiple mod-
ules are mapped to the same resource instance in the VA. As a result, the resources
are used in several modules and are not reconfigured between those modules.

In the following we describe the HLS steps 1 and 3 in more detail.

8.6.1 Resource Type Binding

In HLS step 1, Resource type binding can either enable or disable the reuse of VA
resources in step 3. In extension to the input graphs defined previously, the CDFG
nodes represent fixed operations or variables. An operation (or variable) can only
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be executed (or stored) on selected resource types. During resource type binding,
one resource type is chosen for each CDFG node. In the resource instance binding
step, the allocation can only be chosen such that each node is allocated to a resource
instance that is of the previously specified type. The resource type binding defines
the potential reuse of nodes and edges in the VA because it enables or disables
resource sharing possibilities between nodes. We investigated several different type
binding strategies in our research in order to see how much the strategy affects the
final results. We assume that many nodes can be bound to resource types of different
complexity, which effects resource sharing: e.g. an addition could be bound to a
simple adder-resource or to a complex ALU-resource. The different type binding
strategies are stated below:

(a) Minimum Cost Resource Type. Here, we choose a resource type for each node
independently with the objective to select the least costly one, e.g. in terms of
FPGA resources.

(b) Minimum Number of Resource Types. The resource types are chosen such that
the number of different resource types becomes minimal. As a result, it is pos-
sible that there are fewer resource instances in the VA because resources can be
shared more often. For instance two nodes may realize two different functions,
but if they are mapped to the same resource type, they may share a resource
instance in the datapath. The number of resource types can be minimized either
over each task independently or for all tasks at once.

(¢c) Minimum Number of Interconnect Types. The data transfers, indicated by edges
in the CDFG, are mapped to interconnects in the VA. Although the exact inter-
connect is not known during type binding, it is already possible to determine
if two edges may share an interconnect or not. Two edges can share an inter-
connect if the they are mapped to the same interconnect type. The interconnect
type is defined by the resource types were the source node and the drain node of
an edge are mapped to. The minimization of interconnect types targets specifi-
cally the reuse of interconnect in the datapath. As above, the number of resource
types can be minimized either over each task independently or for all tasks at
once.

The effect of the different strategies for resource type binding will be discussed
for the benchmarks provided in Sect. 8.7.

8.6.2 Resource Instance Binding

After a resource type has been selected for each operation and the operation has
been determined in HLS step 2, the operations must be allocated to specific re-
source instances. In step 3, the HLS tool allocates the CDFG nodes to resource
instances and derives the datapath interconnect to realize the data transfer between
nodes. This step is based on the transformation of the input graphs to the VA pre-
sented in Sect. 8.5. In our tool, we employ a heuristic optimization method that is
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based on simulated annealing [7] in order to find an allocation that minimizes a cost
function c. The cost function is a weighted sum of several cost parameters of the dat-
apath. Thus the datapath can be optimized to achieve minimal reconfiguration cost
(for resources and interconnect), resource use, interconnect overhead, and dataflow
multiplexers.

Dataflow multiplexers are introduced into the datapath in order to realize re-
source sharing. Assume that multiple nodes of one CDFG are allocated to the same
resource. However, the data supplied to the resource originates from different re-
sources. For each computation, a dataflow multiplexer connects the output of the
resource which provide the data to the shared resource input. The dataflow multi-
plexers are controlled by the control unit. The node allocation defines the resource
sharing and thus the interconnect structure and the dataflow multiplexers.

Our HLS tool can generate multimode circuits in order to reduce reconfiguration
cost. For a set of tasks it can be chosen, which tasks are implemented in the same re-
configurable module. Hence we can take advantage of inter-module resource sharing
within one configuration, which reduces resource overhead in multimode circuits,
and between different configurations, which reduces overhead for dynamic recon-
figuration.

The resource instance binding step works as follows: The scheduling algorithm
provides information how many resource instances are required. This defines the
number of resources in the VA. Further, the scheduling algorithm provides an initial
solution which assigns each CDFG node to a node in the VA. The initial solution
is modified iteratively by the simulated annealing algorithm in order to improve the
initial solution.

In simulated annealing a current solution is modified iteratively. At first, the cur-
rent solution is slightly modified to gain a new solution. Then, the cost function for
the new solution is calculated. Depending on the state of the algorithm and the cost
of the new solution, the new solution is either accepted and becomes the current
solution or the new solution is discarded.

In our tool, the new solution is derived from the current solution by a random
permutation of the allocation. Subsequently, the interconnect structure in the VA
is derived as well as the dataflow multiplexers. The permutation must observe the
constraints imposed by the scheduling: Any resource instance can only be allocated
by one CDFG node at any cycle at runtime.

For the permutation, a node n € .4; is selected randomly and the allocation
a(n) = r is changed to a randomly selected resource 77, i.e. a(n) = r’. Vice versa
any node n’ € _# which is already allocated to the resource r’ and which is in
conflict with the new allocation of n, will be allocated to the previous allocation
of n, i.e. a(n/) = r. Thus, starting from a valid initial solution we permute the
solutions iteratively such that each solution remains valid.

The cost function used in the simulated annealing algorithm is composed of sev-
eral components. The basis for all components is the allocation to the VA and the
RSG model. In the following we derive the relevant computations. The resource cost
for a module ¢ € A7 is calculated from the input graph G; and the allocation a (cf.
Sect. 8.5).
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Here we assume that the resource instances n; in the VA are either in use
(d(%)r = 1) or unused (d(¢); = 0), similar to the interconnect configuration. Each
resource instance and each interconnect is associated with a cost factor wy that rep-
resents either the number of used FPGA slices for a resource instance or the bus
width of an interconnect. Hence, the resource cost for a module ¢ are given by:

Cres(i) = wa(k)d(i). (8.2)

k=1

The resource cost ¢es(?) do not include the cost for the dataflow multiplexers.
A single dataflow multiplexer switches between all edges running into the same
input of node n € #a. For a module 4, the set &4 ,, of such edges are given by
Enn ={ex € Ep e = (n',n),n' € Aa Ad(i) = 1}. The resource cost caused
by the dataflow multiplexers are now computed as:

cmux(i) = Y wa(|Eanl); (8.3)

neN

where w3(z) yields the resource cost of an z-to-1 multiplexer.
The reconfiguration cost are already defined in Eq. (8.1). The overall cost func-
tion for the simulated annealing algorithm is given by:

1 , 1 ,
C= 1 D cresli) + A D (i) + re. (8.4)

LENT €N

8.6.3 Control Generation

The scheduling of nodes from the input graphs is computed in HLS step 2. Together
with the allocation of those nodes, the tool generates the contents of the datapath
control memory and the state control memory. The resources in large datapaths are
often not used in every control state, i.e. the datapath control memory can be under-
utilized. Therefore we combined our tool with the approach described in Chap. 15.
We implemented a greedy algorithm that translates the contents of the datapath con-
trol memory to multi-context tables. In [18] we have shown that this method can
reduce the storage overhead for datapath control information significantly. We fur-
ther proposed two possible extensions to current FPGA architectures that enable a
very efficient and yet flexible integration of multi-context tables into FPGAs.

In this section we have provided a brief overview of a HLS tool for improved
partial dynamic reconfiguration. We have illustrated that there exists a large space
for optimizations that increase the similarity of reconfigurable modules. The aim of
these optimizations are—besides conventional optimization targets time and area—
the reduction of reconfiguration overhead.
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8.7 Experiments

In this section we discuss the efficiency of our HLS approach on a set of bench-
marks. The benchmark set has been implemented with different combinations of
type binding and instance binding methods presented in the previous section. The
results obtained depend on the combination of the HLS steps 1 and 3. This allows
us to analyze the quality of results for each combination as well as the costs in terms
of tool runtime. First we describe the experimental setup and then we discuss the
results and draw some conclusion concerning the design of reconfigurable modules.

8.7.1 Experimental Setup

In Sect. 8.6 we described several options to perform resource type binding. The
resource instance binding can also be performed with different objectives: with
the help of the weight functions wy,ws, and ws we are able to set up different
cost functions that are used by the simulated annealing algorithm as a cost func-
tion. The different objectives are used to optimize the HW task implementations
for different scenarios within a common framework. The implementation scenar-
ios describe how the modules are implemented in the RSoC. Thus we can compare
non-reconfigurable and reconfigurable solutions.

Resource Type Binding Methods The resource type binding methods discussed
in Sect. 8.6.1 (a)—(c) are used in our experiments as follows:

1. Minimum cost resource type,

2. Minimum number of resource types for each module individually,

3. Minimum number of resource types and interconnect types for each module
individually,

4. Minimum number of resource types over all modules,

5. Minimum number of resource types and interconnect types over all modules,

where the cost for interconnect types is not optimized independently but in combi-
nation with the cost for resource types.

Resource Instance Binding Methods Further we investigated several optimiza-
tion targets during HLS step 3 that were combined with the different type binding
methods. The different optimization targets for the instance binding are as follows:

1. Minimum average resource and interconnect cost of the tasks individually,

2. Minimum resource and interconnect cost for all tasks merged into one datapath,
3. Minimum average resource reconfiguration cost,

4. Minimum average resource and interconnect reconfiguration cost.

Implementation Scenarios In this work we compare the non-reconfigurable and
reconfigurable implementation of HW tasks, both for existing methods and for our
new methodology. The following implementation scenarios are considered:
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o A: static, parallel implementation. Classic implementation, where each HW
task is implemented as an individual module, which is placed statically on the
device. The HW tasks can be executed concurrently.

e B: static, sequential implementation. Our method allows that several HW task
are implemented in a multimode module. The tasks can share resources but can
not operate in parallel.

o C: reconfiguration without reuse of resources. Classic module based reconfigu-
ration. Each HW task is assigned to an individual module which is completely
dynamically reconfigured.

o D: reconfiguration with reuse of resources. In this scenario our new reconfigu-
ration model is applied. It is assumed that only those resources and interconnect
within the datapath are reconfigured that are different between configurations.

With the data obtained from our benchmarks we want to investigate, which resource
type and which resource instance binding strategies lead to the best solution for
a scenario. Further, we will show that the scenarios B and D, which are available
through our methodology, are superior to previous concepts A and C.

Benchmark Characteristics The chosen benchmarks consist of several task sets.
Each task set contains tasks that might be used in a real reconfigurable system.
The tasks within one set are assumed to be reconfigured against each other. Thus
the tasks provide a good example on how our methodology can be employed in
practice. This kind of tasks can be found in many similar work on HLS. Here with
give a short summary of the tasks functionality and complexity by (number of tasks,
total number of nodes for all tasks). The benchmark ADPCM (2 tasks, 280 nodes)
contains an ADPCM encoder and decoder from the MediaBench suite [8]. EDGE
(3 tasks, 422 nodes) contains three different Sobel edge detection filters: a combined
horizontal and vertical filter, a horizontal only, and a vertical only filter. JPEG_DCT
(2 tasks, 613 nodes) consists of tasks that perform an integer based forward discrete
cosine transform (DCT) and a task for the backward transform. Both tasks are also
taken from MediaBench. The JPEG_DCT represents the most complex task set in
terms of operations per input graph. Finally the RGB_YUV (2 tasks, 84 nodes)
describes a color conversion from RGB color space to the YUV color space and
vice versa, this function is used in many image and video coding applications.

8.7.2 Benchmark Results and Discussion

Our HLS tool has been used to implement the HW tasks of the benchmarks accord-
ing to the different scenarios, by using different resource type and instance binding
methods. Fig. 8.6 shows the results obtained for our benchmarks using the scenarios
A-D. For each scenario we present the results for the best overall combination of
resource type and resource instance binding method. For each benchmark, the re-
sults are labeled on the x-axis as follows: scenario: resource type binding method,
resource instance binding method.
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In Fig. 8.6(a) the average amount of module resources used for operations and
storage in the datapath of a module is shown. The bright bars show the average
amount of reconfigurable resources in each module. Similarly, the average number
of interconnect wires used in the datapath of a module are depicted in Fig. 8.6(b).
Here, the bright bars show the average amount of reconfigurable interconnect. Thus,
the average resource cost ﬁ Dic Py Cres() and the average reconfiguration cost
¢rc are shown separately for resources and interconnect in Fig. 8.6(a, b). The aver-
age datapath size in terms of resources, which includes both operation/storage and
multiplexer cost is shown in Fig. 8.6(c). The tool runtime for the type and instance
binding algorithms is depicted in Fig. 8.6(d).

In our experiments we found that the most straightforward resource type bind-
ing method (1) achieves the best overall results in the final implementation for all
scenarios. While the type binding method has a considerable effect on the resource
sharing possibilities, the differences are negligible in the final datapath implemen-
tation. We suspect that there are always good resource sharing possibilities, because
the high-level description uses only a limited set of different operations. We found
that the resource instance binding method has a much more severe effect. For the
classic scenarios A, C we choose instance binding method (1) because in both sce-
narios, the modules are implemented independently. For scenario B we found that
instance binding method (2) performs best, because only in this case the resource
sharing between tasks that are implemented in one module is exploited. Finally for
scenario D we could show that instance binding method (4) performs best in terms
of reconfiguration cost, because both resources and interconnect reconfiguration are
targeted by the optimization.

The scenarios A and C represent the conventional approaches to implement HW
tasks on FPGAs. In scenario A, a static configuration contains all reconfigurable
module, which may lead to a high resource and interconnect overhead but enables a
parallel execution of tasks. As shown in our benchmarks, the resource and intercon-
nect requirements are reduced drastically if the modules are dynamically reconfig-
ured. At the same time, reconfiguration of all resources and interconnects used by a
module causes a high overhead.

The newly introduced scenario B, which implements static, merged datapaths
provides an attractive trade-off between the scenarios A and C. Scenario B requires
much less resources than scenario A because resources are shared between HW
tasks. Further scenario B causes no reconfiguration cost, but scenario C employs
partial reconfiguration of the module. Nevertheless, scenario B requires more re-
sources than scenario C, because the flexibility is gained with additional operations
and dataflow multiplexers, which result in a datapath with more, temporarily unused
resources. Furthermore, it is interesting to note that the differences in the resource
allocation for scenarios B and C are small, cf. Fig. 8.6(c).

In scenario D, the implemented datapaths are optimized for maximum similarity
and hence, for minimal reconfiguration cost in terms of resource and interconnect
resources. Scenario D demonstrates how much the datapaths can be optimized, such
that they differ in only few resources and interconnects. For resources, the differ-
ences are less than 10% and for interconnects, the differences are less than 26% in
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most cases, which is a significant reduction compared to the full reconfiguration of
the datapath in scenario C. However, in scenario D the resource and interconnect
cost were not included in the optimization. Therefore, the datapaths are slightly
more costly in terms of resources and interconnects. Actually, the scenarios C and
D represent two extremes between area optimization (scenario C) and reconfigu-
ration optimization (scenario D). With the flexible weights w1, w2, w3 in the cost
function, we are able to generate intermediate solutions that meet the needs of the
overall system.

The runtime of the binding algorithms shown in Fig. 8.6(d) is comparable for
the scenarios A—C, but the runtime for scenario D is much higher. The resource type
binding has been performed with method (1) in all scenarios. Obviously the resource
instance binding requires a much higher optimization effort, when the result is op-
timized for resource and interconnect reconfiguration cost. From our experience we
believe that this optimization is still much more efficient in terms of runtime and
results, than a similarity extraction of the final netlist. E.g. benchmark JPEG_DCT
contains a total of 613 nodes in the input graphs for which quality binding must
be found. However, at netlist level the similarity extraction must be performed for
2 x 1800 slices, which is much more complex.

The performance of the datapath implementations is very similar. The task ex-
ecution cycles are equal in all scenarios because the same scheduling is used. The
maximum clock frequency differs slightly between the scenarios, but usually less
than 10%. However, our optimization does not target the critical path delay directly,
it reduces the complexity of dataflow multiplexers instead.

Although the examples presented here have only a limited number of tasks, we
discuss the development for an increased number of tasks. As we merge more tasks
into one module (scenario B) it is likely that the increase in operation resources is
small. However, because the dataflow in the tasks is different, more flexibility in
interconnect is needed and the overhead in interconnect and dataflow multiplexers
increases. Likewise, if the datapath implementation is optimized for low reconfigu-
ration cost we expect that for more reconfigurable modules the average reconfigura-
tion cost increase, because an efficient inter-module resource/interconnect sharing
can not be achieved for many tasks at the same time. Our predictions are supported
by an analysis in [11] and the fact that FPGAs, which target maximum flexibility,
contain highly reconfigurable resources and very flexible interconnect routing. As a
general rule, in FPGAs about 90% silicon area are used for interconnect and only
10% for reconfigurable logic.

Here we suggest the following strategy for a balanced use of our new methodol-
ogy. HW tasks that are frequently reconfigured against each other should be merged
in one reconfigurable module or optimized for low reconfiguration cost. HW tasks
or the reconfigurable modules that are not frequently reconfigured must not be opti-
mized for low reconfiguration cost. Thus, the implementation depends on the overall
execution behavior of the application. With our methodology it is possible to use the
reconfigurable area more efficiently and to reduce the penalty of runtime reconfigu-
ration for the most critical parts of the application.
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8.8 System Design for Efficient Partial Dynamic Reconfiguration

In this chapter we have presented a concise model to describe reconfiguration on the
level of individual resources and interconnect. The cost model is based on the recon-
figuration state graph. We introduced the model of a virtual architecture that allows
us to assess reconfiguration cost for any structural representation of hardware tasks.
The benefits of the model have been demonstrated on several examples, which have
been implemented by our high-level synthesis tool. Finally, we describe a possible
design flow that takes advantage of our methodology.

The general idea of our method, the reduction of reconfiguration overhead by
reducing the differences between reconfigurable modules, is reflected throughout
our proposed design flow for reconfigurable systems. In this section we summarize
the steps of our design flow and provide references to further work.

In the system design phase, there must be decided how the functionality of the
tasks is partitioned into HW tasks and SW tasks. The characteristics of the applica-
tion and of the reconfigurable HW tasks provide information on how many reconfig-
urable resources are required and what kind of runtime management should be used.
Our tools can aid the decision which HW tasks could be integrated into the same
reconfigurable module and provide information on the size of the reconfigurable
area.

Tasks that depend on each other can not run concurrently in a system. Therefore
they can be either integrated into the same reconfigurable module or in different
reconfigurable modules that are configured successively. If those tasks are executed
frequently they should be integrated into the same reconfigurable module because
then dynamic reconfiguration is avoided. Of course, this is only possible if the mul-
timode module fits on the reconfigurable area. More information on the partition-
ing problem is given in Chap. 9. An alternative approach is described in Chap. 4:
In hyper-reconfigurable hardware it is assumed that a sequence of configurations is
known. Next, the sequence is partitioned into hypercontexts which contain reconfig-
urable resources and resources that are static within the hypercontext. The concept
can be interpreted in our HLS context as follows: The sequence of configurations
is similar to the sequence of control data supplied to the datapath. For such a se-
quence it can be derived with the methods described in Chap. 4, which parts of
the sequence should be grouped into a reconfigurable module in order to minimize
reconfiguration cost.

The RSoC is usually managed at runtime by an operating system (OS), which
has been adapted to support dynamic reconfiguration. Examples for such systems
are described e.g. in [4, 20, 19, 10]. In [1] we have demonstrated a video-based,
realtime region-of-interest-detection application. The application demonstrates the
capabilities of our HLS tool and the integration of HW tasks and the ReconOS OS
(cf. Chap. 13). The application contains a HW task that runs as an independent
threat, parallel to the software application. The HW task sends continuously data to
the software application via the ReconOS API. As a hardware platform we use the
ESM, cf. Chap. 3.
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For design entry, the two major methods are HLS and synthesis from register
transfer level (RTL) code. During this design phase it is possible to increase the
reconfigurable module similarity significantly by special design practices. A brief
overview of our HLS method is presented in this chapter, more details can be found
in [16, 15]. We also explored possibilities to increase similarity during RTL de-
sign. Here, the designer can describe digital circuits that have an intended similarity
[17, 12]. Expert knowledge of the device architecture and synthesis is necessary to
achieve good results. Other synthesis methods that are used to reduce reconfigura-
tion cost are described e.g. in [3, 9, 2].

The similarity information, which is required later in the module implementation
phase can be provided either by the synthesis tool or it can be derived after synthesis.
As discussed before, the HLS tool directly generates the similarity information. In
addition we have developed a tool that is able to extract the similarity from generated
netlists after synthesis [13].

In an FPGA design flow, the synthesized netlists are mapped to device resources
before place and route. During the mapping the netlist elements are assigned to de-
vice specific resources, e.g. logic blocks (Slices). In this mapping several netlist el-
ements (logic and interconnect) can be assigned to the same device resource, which
may destroy the module similarity or invalidate similarity information. We have de-
scribed a mapping tool [14] that is able to take advantage of the similarity instead.
The mapping tool treats all netlists of reconfigurable modules at the same time and
thus can retain the similarity directly. The tool takes the reconfiguration cost model
into account in order to improve the mapping result.

For our methodology, existing place and route tools must be extended in order to
take advantage of the similarity information. The tools must observe the following
constraints: nodes that are allocated to the same resources in the VA must be placed
on the same device resource later on. Similarly, edges that are allocated to the same
interconnect in the VA must be routed using the same switch box configuration.
With existing tools this can only be realized to a limited extend, e.g. by using the
guide mode in the Xilinx ISE tools. This method has been used in [17, 12].

Finally, the placed-and-routed reconfigurable modules are transcribed into bit-
streams that contain the binary programming data for the device. Because we use
partial reconfiguration, the bitstreams contain only data that is relevant to adapt the
reconfigurable area to the new module. In the established EAPR design flow, the bit-
streams for the module contain the full configuration of a predefined reconfigurable
area. The authors in [5] describe a tool that can produce bitstreams which remove
the frames from the bitstreams which are static in all modules. We have described
another method to create partial bitstreams in [15]. There, the reconfiguration bit-
streams are chosen such that minimal reconfiguration time or minimal storage of
configuration data is ensured. The method is based on the RSG model described
above.
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